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Introduction

Risk analysis is an important adjunct to cost estimation.  In cost estimation, we inform the Program Manager and the acquiring service how much an item is expected to cost.  In risk estimation, we inform them as to how bad things could get.  In fact, with history as our guide, we normally tell the Program Manager that the Expected Value of the cost is quite a bit more than the cost estimate.  This troubles many cost estimators, but it should not.  The fundamental problem in cost estimation is that estimators can only estimate the system as described.  There are always surprises in acquisition, and these manifest themselves in cost growth.  These surprises include things left out, problems more difficult than anticipated, shifting requirements and threats, and schedule difficulties.  Cost analysts often suppose that risk ought to be included in our cost estimating relationships (CERs).  This is not so, principally because we use CERs to cost the item as described – but the description is not right for the reasons enumerated earlier.  For these reasons, we must estimate cost risk.  We do this, in effect, by referring to historical plans and determining the error between the cost estimate and the actual cost.

This paper is not a treatise on why we should estimate risk, so after this brief introduction, we will set the question aside.  Readers who wish to learn more are encouraged to pursue the matter further, but the need for risk analysis will be assumed.  A short discussion on why there is risk in Systems of Systems (SoS) will be undertaken, since this is not always clear, but again, we will only briefly describe why, and then proceed to determine how it should be done, leaving the desirability as a separate topic.

1.0 Purpose
This research was performed for the Ballistic Missile Defense Organization (BMDO) to further enhance the BMDO Cost Risk Model, which has been used to develop independent life cycle cost risk assessments since 1989.  This model has been reviewed by a significant number of experts in risk analysis and briefed extensively at various review groups, conferences and symposia.  It has undergone many revisions to incorporate the most current cost risk research and is considered now to be a state-of-the-art model in the cost industry.  While the model is currently well received, there are some recognized weaknesses that await further research.  One such area is the capability for quantifying risk in an SoS.  The focus of this paper will be to examine ways reflect more accuracy in SoS cost risk estimates.

2.0 Background
Some background on the current risk practices for BMDO is necessary before introducing the ideas for SoS risk improvements.  A brief description of the entire methodology is given in Section 5.0.   Functional Correlation is a significant part of BMDO’s basic risk estimation but it is not described here because it is not called into play in this analysis. 

3.0 Overview of the report
This paper will address issues regarding cost risk analysis in a system of systems.  The work was done for, and funded by the Ballistic Missile Defense Organization (BMDO) under direction of Ms. Donna Snead and Mr. Lowell Naef.  This paper represents a construct for determining what the effect of certain types of risk on an inter-related system consisting of systems.
4.0 Current NMD Risk Model

The current National Missile Defense (NMD) model is a series of Hardware and Support Elements.  Hardware Elements are objects being built.  These elements are task dependent in that schedule slips do not generally increase costs, but instead move costs to later years.  Hardware Elements included in this study are Battle Management Command, Control and Communications (BMC3), Ground Based Interceptor (GBI), X-Band Radar (XBR), and Upgraded Early Warning Radar (UEWR).  Each Hardware Element is comprised of its own internal Above-the-Line (ATL) and Below-the-Line (BTL) costs, i.e. hardware costs and support/testing costs.  Support Elements are primarily people- based and hence, are time dependent.  Schedule slips require additional man-hours, raising costs.  Support Elements considered in this study are System Test and Evaluation (ST&E), Systems Engineering and Integration (SE&I), and Deployment and Sustainment (D&S).  

Risk is currently run independently on each element.  For the Hardware Elements, risk is assessed on the internal ATL costs and then passed through to the internal BTL costs using functional relationships.  Hardware Element risk is driven by the elements own ATL cost.  For Support Elements, risk is assessed using special Schedule/Technical (S/T) matrices.  These elements have no known explicit mathematical relationship to Hardware Element risk; instead, Support Element risk is driven internally by the Initial Point Estimate (IPE) through a special scoring table.

Figure 1 below diagrams the current NMD risk model, with the horizontal bars representing risk in time (schedule slips).  The IPE for each element is shown in gray, while the current risk estimate is in red.  The current, or “As-Is”, risk is the internal risk associated with each element without regard to System of Systems interactions.


Figure 1:  Current Risk 
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There are several known problems with the current NMD model.  Only some of them will be corrected by the model proposed in this paper:

1. Interdependencies among SoS family hardware are not captured.  For example, if a certain capability of GBI is not achieved, decreasing GBI cost, XBR may have to be improved to take up the slack, thus increasing the XBR cost.  This effect represents a negative correlation, i.e. the cost of GBI falls while the cost of XBR rises.  Or, new developments in GBI, increasing GBI cost, may need new developments in XBR, leading to a corresponding increase in XBR cost.  This situation represents a positive correlation between the costs of GBI and XBR.  These effects cannot be handled by formulae within the model.  Instead, engineers must redesign and a new estimate must be developed.  This shortcoming is not addressed in this paper.
2. Cost growth when SoS elements react to each other’s schedule slips is not captured.  Since all systems must come together at the same time to complete system integration and test, schedule slips in a single element will cause corresponding delays in the other systems.  A “standing army” effect occurs as systems wait for the tardy element to be completed. This shortcoming is the one addressed by this paper.
5.0 Assumptions and Results

It is assumed that BMDO is a tightly capped Total Obligation Authority (TOA) environment with plans for all of its TOA.  Since the annual budget is capped and all TOA is allocated, BMDO cannot repair risk simply by pouring in more funds.  There is little-to-no room to increase the burn rate.  Based on these assumptions, all risk is converted into schedule slippage.  Significant increases in program hardware and BTL funding require program stretches to accommodate them.
6.0 Key Concept

Each NMD element incurs risk, which is manifested as a schedule stretch.  A “standing army” effect occurs when the systems must come together for integration and testing.   The analysis below quantifies the time length and cost of this risk occurrence for each element.

7.0 Exploratory Analysis of SoS Risk
7.1.   SoS Risk Among Hardware Elements

Figure 2 below shows the SoS risk among the Hardware Elements.  In this depiction, all elements are shown with time running horizontally.  Of the four Hardware Elements, BMC3 has the longest internal schedule slip.  Thus, all other Hardware Elements are driven by BMC3, as shown by the green arrows.  Since all systems must be completed at the same time, XBR, GBI, and UEWR must wait until BMC3 is ready before testing can begin.  Thus, XBR, GBI, and UEWR each experience an additional SoS, or “As Will Be”, risk in the form of schedule delays (light pink).  This SoS risk occurs only in the internal BTL portions of the affected elements.  Since the cost of materials does not increase as a result of a schedule slip, the ATL portion, consisting of hardware and constructed products, is not affected.  However, the cost of manpower does increase with the time delay, thus incurring cost in the BTL portion.

Figure 2:  SoS Risk Among Hardware Elements
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7.2.   SoS Risk Between Hardware Elements and Support Elements

Schedule slippage in the Hardware Elements also affects the Support Elements, as depicted by the dark green arrows in Figure 3.  Testing and integration cannot begin until the Hardware Elements are complete, so ST&E and SE&I also take on an additional SoS, or “As Will Be” risk (light pink).  Since D&S is not a part of testing and integration, it is not affected by the schedule slippage in Hardware Elements. 
Figure 3:  SoS Risk Between Hardware Elements and Support Elements
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7.3.   Determining the Stretch

Figure 4 below considers the effect of a slippage in BMC3 on XBR.  The time phased estimates for BMC3 and XBR are shown in gray, with time horizontally and burn rate in dollars vertically.  The risk is assumed to occur in the peak year of BMC3.  Risk percents are multiplied by the current estimate to convert the risk into dollars.  Risk dollars are 
Figure 4:  Determining the Stretch
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then divided by the peak burn rate to convert the risk into time, or schedule slippage.  The delay in BMC3, t, is assumed, in this depiction, to affect XBR in the final year of the program.  Since testing and integration cannot begin until all elements are complete, XBR must wait a period equal to the slip in BMC3, thus stretching the XBR program by t.  The cost associated with the slip in XBR is equal to t times XBR’s burn rate in the final year.

7.4.   Adjusting for Current Risk

But, XBR has its own internal risk.  Consider Figure 5 below.  Assume that the current internal “As-Is” risk for XBR occurs in the peak year and is equal to tcurr, i.e. XBR slips by tcurr in the peak year.  Since the slip in BMC3, t, is larger than tcurr, XBR must still wait for BMC3 to be completed before testing and integration can begin.  So, XBR experiences an additional SoS schedule slip of tsos = t – tcurr.  Again assume that this additional delay occurs in the final year.  The cost of the additional slippage is equal to tsos times XBR’s burn rate in the final year. 

Figure 5:  Adjusting for Current Risk
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7.5.   Adjusting for BTLs

The SoS risk actually only occurs in the BTL portion of XBR, as depicted in Figure 6 below.  The time of additional slippage, tsos, is the same as in previous discussions.  However, the cost associated with tsos is only tsos times the burn rate associated with the BTL for XBR in the final year.
Figure 6:  Adjusting for BTLs
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8.0 Point of Occurrence and Effect

The previous discussion assumed that the Point of Occurrence, or precipitating internal risk, happened in the peak year of the driving program.  It was also assumed that Point of Effect, where the SoS risk occurred, was in the final year of the reacting program.  An exploration of what happens when these assumptions are changed follows.  Numbers used in this section are for example only.

8.1.   Shifting the Point of Occurrence:  Driving Hardware Element
In Figure 7 below, the Point of Occurrence is moved from the peak year to the next-to-last year of the BMC3 program.  The Point of Effect remains in the last year of the XBR program.  Since the burn rate is lower in the next-to-last year than in the peak year of

Figure 7:  Shifting the Point of Occurrence
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BMC3, the dollar value of the risk corresponds to a longer schedule slip at the Point of Occurrence (blue rectangle).  The longer delay time is carried into the XBR program, increasing the cost of the additional SoS risk to the XBR from 2.1% to 5.4%.  So, changing the Point of Occurrence also changes the size of the effect

8.2.   Shifting the Point of Effect:  Reacting Hardware Element
In Figure 8, the Point of Effect is shifted from the last year to the next-to-last year of the XBR program.  The duration of the schedule slip remains constant.  Since XBR has a higher burn rate in the next-to-last year than in the last year, the cost of the delay rises from 2.1% to 4.9%.

Figure 8:  Shifting the Point of Effect
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8.3.   Some Outcomes Under Different Assumptions

Figure 9 explores some different assumptions.  The left column indicates the Point of Occurrence in the driving program while the Point of Effect in the reacting program is displayed in the middle column.  The right column indicates the percent increase in cost in the reacting program resulting from the schedule slip.  The largest cost increase occurred when both programs were assumed to be flatly loaded.  The smallest increase came when the Point of Occurrence was in the peak year of the driving program and the Point of Effect was in the final year of the reacting program.
Figure 9:  Outcomes Under Differing Assumptions
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9.0 Current Analysis

9.1. Assumptions
The remainder of the analysis was conducted under the following assumptions:

· The schedule stretch in the driving program is calculated at the peak burn rate.

· The Point of Effect in the reacting program (where the stretch is transformed to dollars) is the next-to-last year of R&D.

· Exceptions:

· SE&I Point of Effect is in the peak year.  It is hypothesized that SE&I is a part of any fix in any part of the SoS.  Therefore, extra SE&I effort is needed whenever any other program experiences a schedule slip.

· D&S is unaffected since infrastructure such as roads, fencing, and housing is not required for testing.

9.2. Affect on SE&I

Figure 10 below explores the effect of a schedule slip in BMC3 on SE&I.  As previously described, the driving schedule slip, t, occurs in the peak year of the BMC3 program.  The Point of Effect for SE&I is the peak year.  The blue box represents the current “As-Is” schedule slip in the SE&I program, tcurr.  Since SE&I must wait for BMC3 to be completed before testing begins, the SE&I program incurs an additional SoS schedule slip of tsos, equal to t minus tcurr.  The cost of the additional SoS risk in SE&I is equal to tsos times the burn rate in the peak year of the SE&I program.  The combined cost of the “As-Is” risk and the SoS risk is equal to t times the burn rate.
Figure 10:  Affect on SE&I
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9.3. Affect on ST&E

Figure 11 shows the effect of BMC3’s schedule slip on ST&E.  The Point of Occurrence is again the peak year of BMC3 with duration t.  The Point of Effect is in the next-to-last year of the ST&E program, which happens to also be the peak year.  The current “As-Is” risk in the ST&E program is equivalent to a slip of length tcurr.  The additional SoS risk incurred as a result of the slip in BMC3, tsos, is equal to t minus tcurr.  The cost of the SoS risk is tsos times the burn rate in the next-to-last year of the ST&E program.

Figure 11:  Affect on ST&E
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10.0 The NMD System 
10.1. Peak Burn Rates and Point of Effect Years
The spreadsheet in Figure 12 below shows the time phased estimate for each system in FY88$.  The peak years are shown in red, years with costs over half of the peak year are in orange, and years with costs less than half of the peak year are in yellow.  The Point of Effect years are outlined in black.  

Figure 12:  The NMD system with notional values inserted
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10.2. SoS Burn Rate Analysis

10.3. 
Figure 13:  SoS Burn Rate Analysis
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The Current Risk %, the internal “As-Is” risk, is pulled from the NMD risk model.  This percentage is then multiplied by the Total Estimate to convert the Current Risk % into a dollar value.  The Maximum Burn Rate is equal to the cost in the peak year of the program.  The Risk Dollars are then divided by the Maximum Burn Rate to convert the current risk into time, tcurr.  BMC3 has the longest internal schedule slippage, t, so it is selected as the driving program.  Since all systems must be completed before testing can begin, the other systems are forced to wait for BMC3 to be finished.  This SoS Risk is computed for each system as tsos = t – tcurr.  The Effective Year BTL Burn Rate is calculated for each system by multiplying the Burn Rate in the Point of Effect year by the percent of the total cost that is BTL.  The SoS Risk dollars are then calculated as SoS Risk years, tsos, times the Effective Year BTL Burn Rate.  For each system, the SoS Risk dollars are divided by the Total Estimate to compute the SoS Risk Percent.  The Total Risk Including SoS is calculated by adding the original Current Risk Percent and the SoS Risk Percent.  Effective Year Burn Rate % is computed as a rough metric to show which elements will have the greatest increase in their risk percent with each unit of time.  This helps to explain effects in the affected elements, and serves as a way to see which elements are most vulnerable.  This Effective Year Burn Rate % is computed as the percent that the affected year’s burn rate is of the total element.  If each element were stretched one year, each would experience a rise in overall cost equal to the Effective Year Burn Rate %.
11.0 Results and Conclusions

The overall growth in risk due to the effects of systems upon each other in schedule impacts alone is quite large, reaching over 8% to raise risk from over 13% to 22%.  This effect is not so large in the systems themselves (the Hardware Elements) but is mostly in the system engineering, integration and test activities, with the lion’s share in System Engineering and Integration (SE&I) Element.  SE&I has by far the highest SoS Risk % at 27%, and this is largely due to it having the highest Effective Year Burn Rate %.  This is not only intuitively appealing to the authors, but accords with criticisms they have heard of the basic single element approach in place before this research.  Most of the comments about undiscovered risk focus on test and integration.
11.1. Impact of LSI

The total scope of NMD is no larger than other typical single systems.  So why should there be an additional SoS risk involved?  NMD differs significantly from other programs in that it is composed of independent elements that are not well coordinated.  Unseen problems and surprises arise due to a lack of coordination.  It is hypothesized that the SoS effects occur when the LSI is weak.  If the LSI is acting as a Prime Contractor, there may be fewer SoS effects.  NMD may be manageable by an effective LSI since the program is not much bigger than a customary Hardware Element.  The authors believe that this research gives the higher bound on SoS risk, when there is no effective LSI.  If there is an effective LSI, the lower bound is clearly no SoS risk.  This will depend on effective Integrated master Schedules and Integrated Master Plans, risk mitigation, agility and a host of other factors. 
12.0 Epilog - The SoS Model in Theater Missile Defense (TMD)

An SoS effect may also occur in sequential but overlapping programs when one element depends on the completion of a critical program.  For example, consider the Navy Area TBMD (NAT) and Navy Theater Wide TBMD (NTWT), depicted in Figure 14 below.  PERT charts and master schedules must be used to determine the time connectivity between the programs, i.e., how the programs overlap and the Point of Effect.  Suppose that internal schedule slips in NAT delay a product that is critical for the completion of NTWT.  Then, NTWT must wait until the NAT product is finished before the program can continue.  This SoS risk is shown by the blue area in Figure 14.  The cost of the additional risk incurred in the NTWT program is equal to the length of the slip times the NTWT burn rate at the Point of Effect.  Risk internal to NTWT, shown in green below, is unaffected.
Figure 14:  Slip of a Critical Product
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Acronym list

	ATL
	Above-the-Line

	BMC3
	Battle Management Command, Control and Communications

	BTL
	Below-the-Line

	D&S
	Deployment and Sustainment

	GBI
	Ground Based Interceptor

	IPE
	Initial Point Estimate

	LSI
	Lead Systems Integrator

	NAT
	Navy Area TBMD

	NMD
	National Missile Defense

	NTWT
	Navy Theater Wide TBMD

	SE&I
	Systems Engineering and Integration

	SoS
	System of Systems

	S/T
	Schedule/Technical

	ST&E
	System Test and Evaluation

	TBMD
	Theater Ballistic Missile Defense

	TMD
	Theater Missile Defense

	TOA
	Total Obligation Authority

	UEWR
	Upgraded Early Warning Radar

	XBR
	X-Band Radar








































































































