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Abstract

Much has been written about modeling weapon system effectiveness of new systems in the design, manufacture, and deployment phases.  However, there is a void in the literature about integrating the effectiveness assessment process with the risk management process to quantify potential risks using effectiveness projections for making risk management decisions to maintain a legacy system.  The objective of this paper is to share the knowledge and experiences gained from successfully implementing and integrating the two processes for the Air Force's legacy Intercontinental Ballistic Missile (ICBM) Weapon System.  The paper meets that objective by providing specific details about the current assessment process that has evolved over the past forty years with the legacy system.  It describes in detail how the risk management process has been integrated with the assessment process to manage the system.  It also documents the mathematical models developed for reliability and availability projections that have been demonstrated to be vital input for making cost effective risk mitigation (corrective action) decisions to maintain the effectiveness of this legacy system.

Background

(Note to reader: An asterisk or superscript number next to text is reference to the footnote or numbered references, respectively, provided at the end of this paper.)

The ICBM Team includes members from all related government and contractor organizations.  The primary objective of the team is to sustain the system through 2020.  One of the main reasons the team has been so successful in maintaining the legacy system is their successful implementation of the ICBM Weapon System Assessment process.  The process has been tailored and fine-tuned as appropriate for a fielded system to ensure that the ICBM system remains the vanguard strategic deterrent system.

The ICBM system was first deployed in the 1960s and currently consists of 500 Minuteman III and 50 Peacekeeper strategic missiles.  The total ICBM force provides the nation with an extremely cost-effective means of continuous strategic deterrence.  The system includes hardware, software, infrastructure, and well-established processes, many of which are decade’s old.*

The appendix (located at the end of this paper) provides a brief description of the current ICBM hardware and function and provides a background of ICBM system management.  It includes a discussion about the recent transition of Total System Performance Responsibility (TSPR) from the Air Force (AF) to a Prime Integration Contract.

Integrated Assessment and Risk Management Processes
A requirement of the ICBM Team is to continue to sustain this legacy system at or above requirements through 2020.  This requirement is being met in part by implementing and integrating the team’s ICBM Assessment and Risk Management processes.1, 2, 3
The assessment process is implemented to detect, or preferably predict, potential effectiveness degradation with sufficient lead-time to replace or repair degraded components in the ICBM operational force before negative force impact.  The risk management process is implemented to identify, assess, and mitigate weapon system risks, including risks related to effectiveness. 

For example, potential risks related to weapon system effectiveness are identified and quantified by the assessment process and are entered into the risk management process.  The assessment process also quantifies the effects of risk mitigation options (corrective actions) on effectiveness, using effectiveness projections under a variety of corrective action scenarios.  The projections for each scenario are used to make decisions about prioritizing funding and schedules for corrective action plans.  The assessment process also monitors the effectiveness of new or refurbished hardware in the ICBM force resulting from corrective actions that are implemented.

Figure 1 illustrates how results and products from the assessment process, such as trend identification and capability projections, are input to the risk management process.  These inputs are used to develop and implement risk mitigation plans to mitigate degradation.*
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Figure 1.  Integration of Assessment & Risk Management*

New/Young System versus Legacy System

The ICBM Weapon System is a legacy system that contains both new and old components.  The ICBM Team is meeting challenges that are common to all systems and challenges that are unique to legacy systems.

Before proceeding with details about assessing effectiveness of a legacy system, it is important to define and note the differences and similarities between a new system and a legacy system.

In a new system, risk management focus is on the design, manufacture, and deployment risks, including mitigation of latent defects, related to meeting requirements.  Modifications of component, subsystem, and system requirements of a new system may sometimes be allowed to mitigate technical, schedule, and cost risks or to implement the "Faster, Better, Smarter" philosophy (best value determination).  Other solutions such as design changes, manufacturing process changes, and material changes may also be used to mitigate risks as they arise.*

On the other hand, a legacy system assessment has risk management challenges that encompass the entire spectrum of development, deployment, and sustainment of new and old subsystems together while ensuring that the new components that replace worn out, failed, or obsolete components also meet requirements.  Figure 2 illustrates the risk challenges the team faces each day to sustain the ICBM legacy system.*
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Figure 2.  New System versus Legacy System*

When the legacy system deploys new components to mitigate degradation due to wear-out trends of old components, it encounters risks similar to those of new systems.  However, unlike a new system, the legacy system does not have all the risk mitigation options that are available to a new system.  For example, a legacy system does not have the luxury of total redesign when only a single subsystem exhibits degradation.  Unlike requirements of a new system in the development phase, the form, fit, and function requirements for legacy system components are not negotiable and cannot change.  Any change to the functional or physical specification of a component could have major impacts to the system, a risk that is totally unacceptable to the team.  In addition, there are risks associated with replacing degrading components with new components in time to continue to meet requirements without impacting performance of other components, subsystems, or the system.  The team identifies these risks by increasing the monitoring and analysis of both older and newly deployed components.*

Assessment Challenges Common to All Systems

There are effectiveness assessment process challenges that are common to assessing all systems for meeting or exceeding established component, subsystem, and system requirements.  The ICBM Weapon System Assessment process objectives take this into consideration.  The objectives are to:

· Identify degradation and distinguish between latent, random, and wear-out failures.*

· Predict or detect degradation with sufficient lead-time to mitigate the degradation before impacts to system functions are realized.*
· Provide accurate and timely estimates of current and projected component, subsystem, and system capability under a variety of scenarios useful for managing the system.*
Assessment Challenges Unique to a Legacy System*

There are unique challenges with sustaining a legacy system in order to meet or exceed established component, subsystem, and system requirements.  These include detecting, or preferably predicating with high certainty, potential changes in effectiveness by assessing effects of:

· Mitigation options to meet requirements while meeting challenges related to diminishing supplier availability.

· Component wear-out of components that are exceeding their useful life.

· Simultaneously managing and assessing risks related to new component development and production, and those related to component refurbishment to replace degrading hardware.

· Integrating new technology with old technology that is decades old.

· Loss of qualified vendors and the loss of trained and certified personnel while replacing degrading components that must continue to meet original form, fit, and function requirements.

· Meeting increasing environmental, safety, and security requirements while integrating new and older components and processes.

To maintain high confidence in assessment results to ensure that all requirements are being met, it is necessary to:

· Maintain decades old manufacturing processes and documentation to quantify potential future degradation.

· Maintain vigilance by isolating latent failures from random and wear-out failures so new component design and processes can be updated.

Effectiveness Assessment Process
Proper assessment of component, subsystem, and system capability is required to provide early warning of potential degradation to system capability.  The assessment process includes testing and monitoring of component, subsystem, and system level hardware.  The test and monitor data is archived and assessed to identify changes and predict impacts to system capability, if any.  Potential impacts must be identified with sufficient lead-time to allow the team to develop mitigation plans, obtain mitigation funding, and execute the plans before negative system impact.  The job does not end there.  If degrading components are repaired or replaced with new components, then the team must assess the newly deployed components along with existing hardware to ensure there are no new trends or impacts.*

The importance of early warning (prediction or detection) of potential degradation to implement corrective action to maintain system capability is illustrated in Figure 3.  The figure illustrates how early detection of degradation with consequent timely mitigation (corrective action) maintains capability above acceptable levels.*

Projections, similar to Figure 3, are key inputs for making decisions about funding priorities to repair or replace weapon system components.  The ICBM team presents results, such as those shown in the figure, at monthly program management reviews so that the entire team (including the customer) continue to communicate the latest information and data available for making decisions about mitigation options as required to maintain weapon system effectiveness.
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Figure 3.   Degradation and Recovery*

A weapon system effectiveness process must be tailored to fit the needs of the individual program.  The details of the ICBM assessment process are documented in the ICBM Integrated Master Plan1 and the ICBM Weapon System Assessment description document.2  The process outline is:*

· Conduct requirement analysis to determine component, subsystem, and system requirements.

· Conduct failure modes and effects analysis to determine hardware failure modes and mission criticality.

· Conduct age sensitivity item analysis (ASIA) to establish the list of age-sensitive mission critical components to be periodically tested to identify aging trends.

· Establish the set of critical parameters and limits (failure limits or distributions, margin of safety limits, etc.) by which component, subsystem, and system capability will be tested or monitored.  

· Determine test and monitor requirements.  Identify gaps in data, determine number of items to be tested periodically to build statistical confidence in detecting changes.

· Collect, store, and manage the test and monitor data.  Obtain data from sources such as from operational tests, ground tests, lab tests, visual inspections, field performance records, and maintenance and repair records.  Establish the historical database baseline set to be used for comparison to detect changes.  Make the data accessible for analysis.

· Conduct analysis to identify trends, assets shortages, and other problems.  For example, determine statistical correlation, predict trends or other changes, investigate component subpopulations, and determine component age distributions.

· Validate data and analysis, and flag trends.  For example, validate test data, assumptions, failure modes, and failure limits.  Flag the trends to the team.

· Identify impacts.  Determine potential component, subsystem, and system capability impacts.  For comparison, make capability projections with and without mitigation.

· Conduct trade studies using the projection comparisons to identify and quantify mitigation options so informed risk mitigation options and decisions can be made.

The aging surveillance process is a large subset of the assessment process for a legacy system.  The aging surveillance process follows the same steps as the weapon system assessment process with focus on detecting and modeling hardware aging or wear-out trends.

It is highly recommended that all data and models be coordinated by a scoring panel to resolve discrepancies and to help ensure a system level view of all the data and models.  The ICBM Reliability Scoring Panel meets to review data and models on a periodic basis, as necessary.

Weapon system effectiveness assessment must be integrated between all subprograms and a system integration view of the subprogram assessments must be made.

Effectiveness Projections

Effectiveness capability projections are made to quantify degradation, with and without mitigation, to help determine mitigation options and priorities.  The projections are critical for quantifying legacy system effectiveness because they model increasing or decreasing failure rates and aging trends that are inherent to a legacy system.  Some projections are related directly to component degradation of key performance parameters (metrics) due to wear-out or use.  For example, readiness performance parameters (a subset of effectiveness parameters) are measured and monitored using projections of capability.  Readiness parameters include availability, reliability, accuracy, and survivability.  The focus of the next few sections is on the methodology details for constructing availability and reliability projections.  However, the basic philosophy behind these projections may be extrapolated to any capability parameters when data and models are available to do so. 

Capability is modeled at the component, subsystem, and system level and projections are quantified as illustrated in Figure 4.  Risks related to component shortages, due to wear-out or use, are quantified as illustrated in Figure 5.  If a component is mission critical, then system availability projections may be a function of component asset quantity projections (supportability).  All data, models, assumptions, and projections must be readily available to the team so mitigation options and priorities can be properly assessed.*
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Figure 4.  Capability Projection*
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Figure 5.  Component Asset Quantity Projection*

The next two sections provide details about two of the effectiveness parameters assessed by the ICBM team: availability and reliability.

Availability

Availability is defined as the percentage of all units in the system that are capable of being committed to a mission.  For example, availability may be defined as the percentage of the missile force capable of being committed to the launch sequence.  Availability is measured primarily by the operational readiness rate (ORR) and the alert readiness rate (ARR).  The ORR and ARR are functions of other availability metrics that include possessed hours, downtime occurrences, schedule downtime hours, unscheduled downtime hours, and supportability that will be discussed in subsections that follow.  System specification and operational requirement documents provide availability requirements.

The availability metrics are computed and assessed using field maintenance data records that continually track downtime and cause of downtime.  Whenever possible, the occurrences and hours of downtime should be attributed to a single piece of hardware or software so that potential trends can be assessed and mitigated at the component level.  

Component level trends are combined to evaluate subsystem and system trends.  Potential trends in each of the availability metrics are monitored using standard trend analysis techniques (e.g. regression analysis).  Current and projected estimates of the availability metrics are computed and compared to requirements.

Identified anomalies and trends are entered as risk items into the risk management process and are assessed for system impact.  Mitigation plans are developed, funded as needed, and implemented to mitigate potential degradation before system impact.

Possessed Hours
Possessed hours are defined as the total number of hours that units are possessed by the Air Force during a specified period of time.  Possessed hours include the total number of hours that units are or “could” be on alert, but are not necessarily on alert.  It includes the total off alert and on alert time for all units in the operational force.  For example a 500-missile force would have approximately 4,380,000 possessed hours each year (500 missiles x 24 hours per day x 365 days per year).

Downtime Occurrences
A downtime occurrence is defined as any occurrence of either a scheduled (planned) or unscheduled (unplanned) event that causes a possessed unit to go off alert.  A unit is on alert if it is capable of performing its mission, otherwise it is considered off alert.  For example, a missile is on alert if it is capable of being committed to the launch sequence; it is off alert if it is in safe mode undergoing refurbishment.  Each occurrence is recorded and scored as being caused by either a scheduled or unscheduled event.  Examples of scheduled events include scheduled tests, component maintenance or refurbishment, and other planned or directed events that cause a unit to go off alert.  Examples of unscheduled events include unscheduled maintenance due to unit failures or anomalies.  Off alert codes, such as those representing hardware failures or maintenance actions, are provided each time a unit is taken off alert to help to assess and quantify the cause of the off alert time.

Scheduled Downtime Hours

Scheduled downtime hours are defined as the total number of hours during a specified period of time that possessed units are off alert due to scheduled downtime occurrences. Scheduled downtime events can be somewhat controlled by optimizing schedules to minimize the frequency that off alert time is required.  For example, if a missile silo needs two maintenance actions performed, it may be better to perform the two maintenance actions at the same time than to perform two separate actions that cause more downtime. 

Unscheduled Downtime Hours

Unscheduled downtime hours are defined as the total number of hours during a specified period of time that possessed units are off alert due to unscheduled downtime occurrences.  This includes off alert time caused from waiting for parts, supplies, or by repairing units already off alert for unscheduled maintenance. In general, simply optimizing maintenance schedules does not minimize negative trends in unscheduled downtime; the trend must be corrected by active mitigation of the degradation.

Alert Readiness Rate

The ARR is defined as the ability to respond to a valid mission command (e.g. launch command), not counting scheduled downtime, and is reported as a percent.  The ARR is a key performance parameter for monitoring the portion of the force that is mission capable (available for launch) at any instant in time, excluding units off alert due to schedule downtime.  Note that the ARR measures the percent of the force that could be made available to respond to a valid mission command if scheduled maintenance were halted as necessary to maximize the number of units available for a mission.  Trends in ARR are indications of trends in unscheduled downtime occurrences causing units to become unavailable for launch.  The ARR assessment is conducted at the component, subsystem, and system levels.

System ARR for a specified period of time is calculated as:

ARRs =100 x (P - S - U)/(P - S)

Where during the specified period of time:

P = Total possessed hours accrued,

S = Total scheduled downtime hours accrued, and

U = Total unscheduled downtime hours accrued.

(Note:  If we define MC = Mission Capable Hours = P – S – U and substitute MC for P – U – S, then the formula for ARRs and some of the formulas shown in the sections that follow can be simplified for computational purposes.)

Component or subsystem ARR for a specified period of time is calculated as:

ARRc =100 x (P - S - U)/(P - S - U + Uc)

Where:

P, S, and U are as previously defined, and

Uc = Total unscheduled downtime hours accrued only by component or subsystem c.

The ARR described above is not an estimate, it is a demonstrated value computed directly from historical data.

Operational Readiness Rate

The ORR is defined as the ability to respond to a valid mission command, and is reported as a percent.  The ORR is used as a key performance parameter for monitoring the portion of the force that is mission capable at any instant in time.  The ORR is different than the ARR in that scheduled downtime counts against ORR but not against ARR.  Trends in ORR are indications of trends in total downtime due to scheduled and unscheduled downtime occurrences causing units to become unavailable for launch.  The ORR assessment is generally conducted at the system level.

System ORR for a specified period of time is calculated as:

ORRs = 100 x (P - S  - U)/P

Where: P, S, and U are as previously defined.

The ORR described above is not an estimate, it is a demonstrated value computed directly from historical data.

Supportability Projections

Supportability is defined as quantity of component, subsystem, system assets, or resources that are available for operational use.  The ARR and ORR are functions of supportability because if asset or resource quantities drop below the number required to be on alert, then systems go off alert.  That is, off alert hours caused by supportability deficiencies count as unscheduled downtime hours.

Supportability is assessed by determining the number of operational assets available, compared to the number of assets required to be on alert.  This comparison leads to determination of potential assets shortages that can affect availability.  Figure 5 illustrated a supportability projection based on asset quantities.  For example, if 500 missiles are required to be on alert, but it is projected that only 499 will be available in year 2005 because component rejection rates are increasing and shortages are expected, then a missile may go off alert until component assets are replenished.

The focus of supportability assessment is on first order affects on availability.  However, focus must also be maintained on assessing items such as transportation and handling equipment, test hardware, training hardware, resources, etc. that can all have a secondary (delayed), but equally as important, affect on availability.

Supportability projections are converted to unscheduled downtime hours as shown below. 

The supportability hours projection for component, subsystem, or system c at year y is calculated as: 

Tcy = (Ncy – Ocy) x (24hrs/day) x (365 days/yr).

Where:

Tcy = The total number of unscheduled downtime hours caused by supportability shortages of component, subsystem, or system c during year y.

Ncy = Number of units of component, subsystem or system c that are required to be on alert at year y, and

Ocy = Number of units of component, subsystem, or system c that are projected to be off alert during year y.

(Note that Ncy is generally constant and set equal to the total number of systems required to be on alert plus spare units needed to fill the maintenance pipeline.)

ARR Projections 

ARR projections quantify and illustrate the degradation of availability that is projected if causes of potential unscheduled downtime hours in the future are not mitigated.  The projections also quantify and illustrate availability improvements that may be realized if the causes are mitigated before system impact.

The ARR projection estimates (future predictions) are a function of projections of scheduled downtime hours, unscheduled downtime hours, and supportability, each of which affect the number of systems that can be on alert.

The scheduled downtime hour projections are computed using maintenance plan schedules for the future requirements to maintain system readiness.  This includes the number of scheduled downtime occurrences by date in the future and the number of hours required by each occurrence.

Similarly, the unscheduled downtime hour projections are computed using known or predicted downtime rates or trends such as those related to component failure or repair rates.  It is critical that the rates are quantified appropriately so that confidence in the projections can be maintained.

The ARR projection for component or subsystem c at year y is calculated as:

ARRyc = 100 x (Py – Sy–Uy)/(Py – Sy – Uy + Ucy)

Where:

Py, Sy, Uy are similar to P, S, and U as previously defined, but represent hours accrued during year y.  (Note that Py is, in general, constant for all years unless the number of system units changes over time.)

Ucy = Total unscheduled downtime hours projected to be accrued by component or subsystem c, and includes the hours assigned to Tcy (supportability unscheduled downtime hours). 

Two ARR projections are made.  One projection is made using values of Py, Sy, Uy, and Ucy that consider downtime as if no mitigation (corrective action) is implemented.  The other projection is made using values that consider downtime as if mitigation is implemented. The result is a set of two ARR curves represented by Figure 4.  

It is important to consider interactions of component projections when determining subsystem and system projections.  If the subsystem and system projections are computed by simply adding all the downtime projected for all the components, then the implied assumption is that the downtimes are all independent.  That is, if component A and component B are expected to cause downtime, and if the expected downtime for each is added together, then this implies that one unit will be off alert due to component A and a different unit will be off alert due to component B.  This is not often a good assumption.  It could be that both components A and B are on the same unit.  It could also be that the unit containing the “bad” B component could “donate” its “good” A component to the other unit that contains the “bad” A component (e.g. cannibalize).  That is, down time hours are not necessarily cumulative. 

If it is assumed that 100% cannibalization is possible (although expensive due to handling) then the subsystem or component ARR projection for year y can be set equal to the minimum of all the component ARR projections for year y.

If the “worst case” or “100% cannibalization” scenarios are not acceptable for the “Without Mitigation” curve, then other means for determining downtime dependencies must be investigated.

ORR Projections 

System ORR projection estimates (future predictions) can be computed similar to the system ARR projections but use the general formula for ORR previously presented (e.g. includes schedule downtime hours).

Reliability

Reliability is defined as the probability of a device performing its purpose for the period of time intended under the operating conditions encountered.  However, the reliability definition may need to be much more specific, depending on the system.  For example, it may be defined as the probability that a missile indicated as available for commitment to the launch execution command, launches as planned, successfully completes all phases of flight, delivers, and detonates a warhead.  Component and subsystem reliability is defined the same as system reliability but is the probability of a successful mission at the subsystem or component level.  System specification and operational requirement documents provide reliability requirements.

When appropriate, reliability estimates are computed using reliability scores from tests such as operational tests, field and depot failure and repair data, aging surveillance tests, and production tests.  When possible, the occurrences of failures scored against reliability should be attributed to a single piece of hardware or software so potential trends can be assessed and mitigated at the component level.

Data used to compute component, subsystem, and system reliability point estimates is often cumulative. That is, all past reliability data are used to compute the estimates as long as the data has not been excluded because of scoring or decrementing.

Current and projected estimates of reliability are computed and compared to requirements.  Potential trends in reliability are monitored using standard trend analysis techniques (e.g. regression analysis).

For legacy systems, age-related degradation trends are a major concern of the assessment process.  The greatest probability of detecting trends comes from using variables (measured) data of critical parameters rather than attribute (go/no-go, success/failure) data.  This data is can often be obtained by testing at the component level on the ground or in the lab.  Flight test data is usually go/no-go data, most often related to subsystem and system performance rather that component performance.  By the time a trend is detected using go/no-go data at the system level, significant degradation has already occurred.  Further degradation may take place before mitigation can be implemented.  Using variables data of mission critical component parameters is the preferred method for detecting performance degradation.

Statistical confidence in reliability estimates is a function of sample size.  Sample size guidelines may sometimes be generated by requirements.  For example, requirements may be given indicating that the yearly test sample size should be N or more end-to-end tests in order to maintain specified reliability confidence levels.  If not enough tests are conducted to achieve the desired confidence, then additional tests may have to be conducted.

Combining test data from many different sources can help to increase confidence in estimates of reliability.  Also, confidence in estimates of reliability can be increased by combining attribute data with variable data, such as time-dependent elements using mathematical aging models (addressed in a section that follows).

Combining test data from many different sources may require a failure mode model.  For a given failure mode, any legitimate test at the component, subsystem, or system can be counted with equal weighting.  In some cases, it may not be valid to use the data.  For example, a failure mode that occurs only in the absence of gravity cannot be tested validly on the ground.  On the other hand, a failure mode involving a simple squib test may be tested at the component, subsystem, or system level on the ground or in flight.

Identified anomalies and trends are entered as risk items into the risk management process and are assessed for system impact.  Mitigation plans are developed, funded as needed, and implemented to mitigate potential reliability degradation before system impact.

Reliability Projections – General Model

The general model that is used to compute ICBM component, subsystem, and system reliability projections is portrayed in pictorial form in Figure 6.  The figure shows the data input sources used in the analysis, the reliability curves that are generated, and the flow and interaction of each.  The text that follows the figure describes each element of the model and applies the model to a generic component. 

The reliability analysis process begins by evaluating test data for aging trends for each component.  There are two types of test data, variable data and attribute data, and each are evaluated differently.
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Figure 6.  Reliability Projections – General Model

Variables data are data measurements of mission critical test parameters of mission critical components taken over time. These data are gathered from aging surveillance programs and production programs and include measured test results from flight tests, static tests, component lab tests, and visual inspections. The data are stored at various government and contractor facilities. 

Aging surveillance programs provide the bulk of variables data from tests conducted on age sensitive, mission critical components.  Aging surveillance data are important for quantifying age-related degradation trends.  Production programs provide data from tests conducted on zero-time (new or zero-age) components.  These data are also important in that they are the baseline data against which the aging surveillance data are compared.  All these tests yield data that are subjected to trend analyses, a technique used to determine if any component, part, or material is degrading in performance because of aging, or any other reason.  Once the variables data are gathered, statistical and engineering analyses are conducted on the data in search of trends.  Trends that are identified are fitted with lines or curves using standard statistical analysis techniques designed for variables data (e.g. linear regression, nonlinear regression, multiple regression, etc.).  A generic trend analysis of variables data for a parameter is shown at the top of the next page.
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Each trend identified by the variables trend analysis is compared to a limit.  The limit is a threshold such that if a parameter reaches the limit, reduction in reliability will occur.  If component failure is postulated to occur when the parameter reaches the limit, then that limit is called a failure limit.  Failure limits can also be functions or distributions, or functions with distributions.

If any age-related degradation trend of a component is judged to be significant enough to impact the reliability of the component within the expected life of the weapon system, then this component is said to be degrading with age.  The component is exhibiting age-related reliability degradation and there is a life-limiting trend for the component.  Otherwise, it is said that there is no life-limiting trend currently identified for the component.

In the case of age-related reliability degradation where the failure limit is known, a probability of success curve is computed.  A generic probability of success curve is shown below.
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The curve represents the probability that the parameter will not exceed the failure limit at a specific component age.  

A simple example: If the aging trend is a simple linear function, and if the failure limit is a constant single known value, then at age x:

P(Success)x = (Z)

Where: Z is a standard normal variate equal to (b0 + xb1 – failure limit)/(standard error of the regression).

The probability of success for a critical parameter does not necessarily have to be a curve.  In some instances, if there is no age related trend for the parameter, then the probability of success is simply a constant (horizontal line) equal to 1.0 or some lesser value.

The other type of test data that are evaluated for aging trends is attribute data, which are defined as "go/no-go" (success or failure) component reliability scores obtained from flight tests and ground tests of mission critical components.  These data are stored in the ICBM Weapon System reliability database.  Once the attribute data are gathered, statistical and engineering analyses are conducted on the data in search of trends.  Trends that are identified are fitted with lines or curves using standard statistical analysis techniques designed for attribute data. A generic trend analysis of attribute data for a mission critical component is shown below.  Note that for attribute data, the trend analysis results in a probability of success function.
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If there is no trend identified with the attribute data then the probability of success function is estimated to be a constant point estimate (horizontal line) equal to "s/n", where "s" is the total number of applicable tests scored as success, and "n" is the total number of applicable tests.  If there are no failures, then the constant value is equal to 1.0.

Other methods used to compute point estimates include Poisson estimation, Bayesian estimation, and estimation through simulation computed for series, parallel, and mixed system reliability models.  The literature for computing point estimates is abundant and so this topic will not be addressed further here.

Once all the probability of success curves (and lines) are determined for a given component, they are then multiplied together to yield the reliability-by-age curve for that component.  That is, each point on each curve at corresponding ages is multiplied together.  A generic reliability-by-age curve for a component is shown below.  This curve portrays the component reliability as a function of component age. 

[image: image9.wmf]R

Age

Component:

Reliability-by-Age


An important statistical law governs the multiplication of the probability of success curves; that is, all the curves must be mutually exclusive (statistically independent) before they can be multiplied.  For variable data, the critical parameters must not be correlated; for attribute data, no failures in one curve can be contained in another.

The reliability analysis continues with an evaluation of the force age profiles for the component. Force age determination is not necessary for most components.  Age profiles are only needed for components identified to have age-related reliability degradation.  In fact, most ICBM components have reliability-by-age functions that are constant (no age-related reliability degradation), and all their reliability-by-age and reliability-by-year functions are simply a constant value, equal to either s/n or 1.0.

The ICBM Missile Database (IMDB) is a database maintained that contains, among other things, dates of manufacture and current locations (in storage, in silo, etc.) for ICBM components.  These data are used to determine the actual current ages of the individual units of a given component in the operational force in “on-alert” silos.  The ages are used to generate a current force age profile of that component.  Multiple age profiles are generated, one for each year from the present through the final year of evaluation for the weapon system.  Worth noting here is that when developing the age profiles for future years, assumptions on force distribution obviously have to be made.  A generic force age profile for a component is shown below.
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The next step is to combine the age distribution profiles with the reliability-by-age curve to obtain a single reliability degradation-by-year curve.  For a component degrading with age, a specific reliability degradation-by-year curve is generated for each individual unit in the force, using actual age data (if available) and the component’s reliability-by-age curve.  Individual reliability degradation curves are projected for as many years into the future as required.  All of the individual reliability curves are then added together, and the sum is divided by the total number of individual units in the force to yield one, averaged curve. This curve portrays the projected average reliability of a component degrading with age assuming no corrective action is taken to repair or replace that component.

If the actual ages of fielded components are not known, then an average age may be used to approximate the reliability.  For example, if the actual ages of an age-degrading component are unknown, but and approximate midpoint date of manufacture is known, then the age of all the units might be assumed to be equal and are determined from the single midpoint date of manufacture.  This approximation may not be valid if the distribution of dates of manufacture is not symmetrically distributed about the midpoint.

The reliability degradation-by-year curve is indeed an averaged curve.  One should always keep in mind that, at a given year, the reliability of an older individual unit is actually lower than portrayed in these curves and the reliability of a newer individual unit is higher.  A generic reliability degradation-by-year curve is shown below.
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The effect of corrective action programs (such as for component replacement or refurbishment due to age-out) are also assessed and incorporated into reliability projections in the form of reliability recovery curves.  The goal of all these programs is to repair, refurbish, or replace components that are known or suspected to degrade, adversely affect reliability, and impact the operational force.  By taking these corrective actions, the reliability of a component can be restored to pre-degradation levels.  The time it takes to halt the reliability degradation depends on the rate of the degradation and the life extension program schedule, typically portrayed as a hardware-fielding schedule.   A generic component fielding schedule for a life extension program is shown below.  Each entry in the fielding schedule is the number of aged components in silos that are replaced with repaired, refurbished, or new components during the corresponding year.
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The introduction of a repaired, refurbished, or new component in the operational force alters the force age profile of that component.  The age of a repaired, refurbished, or new unit is essentially reset to zero and entered into the age profile, and an aged unit is removed from the age profile. Combining a current age profile with a corrective action fielding schedule yields a future force age profile.   A generic future age profile is shown below.  
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Future force age profiles are used to calculate a component’s reliability recovery-by-year curve.  The reliability recovery-by-year curve portrays the projected reliability of a component degrading with age, but then recovering from the corrective action taken to repair or replace that component.

The reliability recovery-by-year curve is computed much like the degradation curve in that the individual unit’s actual age and reliability degradation-by-age curve are used to compute the reliability value, at least initially.  When an individual unit is repaired or refurbished or replaced, its age is reset to zero and its reliability is reset to some pre-degradation level. That pre-degradation reliability level may be 1.0, s/n, or some other level depending on the specific component and corrective action taken. After this point in time, the new component’s reliability follows the reliability degradation curve for the replacement component (which may or may not be identical to the curve for the original component).  As more repaired (or refurbished or repaired) units enter the force and more original units are removed from the force, the averaged component reliability begins to recover.

A point worth noting is that the accuracy of the fielding schedules can affect the individual reliability recovery curves and, thus, have an affect on the component’s overall reliability recovery-by-year curve.  Fielding schedules typically specify the year an individual unit is replaced, but schedules accurate to the specific month or day can be used, if available. 

Like the degradation curves, recovery curves are generated for all of the individual units in the force, then averaged into one curve. The resulting reliability recovery-by-year curve is the average of all reliability recovery-by year curves of the individual units in the force of that component.  A generic reliability recovery-by-year curve is shown below.
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The reliability degradation and recovery curves for a component are generally plotted together as shown below.  Again, the lower curve illustrates the effect of not implementing corrective action; the upper curve illustrates the effect of implementing corrective action according to the life extension program fielding schedules.
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At this point in the reliability analysis process, one proceeds with the same analyses for all the other components (e.g. other motors, integrating hardware, flight controls, etc.) to calculate the reliability degradation and reliability recovery curves for each.

All of the component reliability degradation curves are then combined (multiplied together) and, independently, all of the component reliability recovery curves are combined to create degradation and recovery curves for subsystems and for the overall weapon system.  Once reliability-by-year (degradation and recovery) curves have been computed for every component, any desired combination of curves can be made.  For example, a reliability degradation-by-year curve can be computed for a single motor, for the Propulsion Subsystem (by multiplying the degradation curves for all propulsion components), or for the System (by multiplying the degradation curves for all weapon system components).  Similarly, reliability recovery-by-year curves can be computed.  Generic reliability degradation and recovery curves for a subsystem or system are shown below.

[image: image16.wmf]R

Subsystem/System:

Reliability-by-Year

Year

Now

n


Projecting reliability into the future is only as good as the data used to develop the projection and the validity of the statistical assumptions that go with the analysis.  The assumptions must be validated and/or documented and communicated to those using the analysis results.  For example, a list of assumptions for a linear regression model may include: trends are constant over time, variability is constant over time, no other new aging trends will exist, the sample is representative of the entire force, the sample is not striated, all critical parameters are being tested and analyzed, etc.

Notes on System Reliability Confidence

At this point, it would be beneficial to construct statistical confidence limits of some kind about the system reliability-by-year curve.  However, valid confidence bounds on system reliability estimates may not be able to be computed because of one or more of the reasons listed below.

The uncertainty in age-related degradation may be based on several different failure modes.  In some cases, competing failure modes may each have very difference confidence.

The uncertainty in age-related degradation may be assessed by two different measures of the same failure mode, each providing a somewhat different result.  For example, solid rocket motor liner degradation can be assessed by measures of bond tensile strength, gel filler fraction, and swelling ratio.  Data for each measurement may yield curves that are similar but not identical.  This illustrates that there is uncertainty in the estimate based more than one measure.

A trend may be based on similarity to another system or subpopulation, which makes it difficult to apply statistical confidence on the system being assessed.

Design improvements may result in a change in the variability.  The uncertainty associated with this may have to be based purely on the engineering assessment, providing no raw data to build statistical confidence.

Uncertainty bounds may be computed by combining confidences of different failure modes using valid statistical methods for combining confidence, but the bounds become so wide that they are not useful.  The bounds may become so wide that actual system test data contradict the bounds.

It is a challenge to combine component and subsystem confidence bounds when their sample sizes are different.

Component estimates may all be from very different distributions (e.g. binomial or exponential).

Analysis techniques may be biased when some components have zero failures.

Accurate average reliability projections can be computed using system models such as those described here.  However, we know of no generally accurate and well-accepted technique for computing statistical confidence bounds about the system reliability projections described here.

The Future

Capability projections will continue to be used by decision-makers so they can be armed with the information needed to understand the effectiveness impacts from prioritizing mitigation efforts to maintain or improve system effectiveness.  Each member of the team is encouraged to keep the communication lines open by providing all the data they have available and to present their case at monthly program management reviews and to risk management board meetings.
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Appendix*

ICBM Weapon System Physical Description

The Minuteman III and Peacekeeper systems each consist of a three-stage solid propellant booster, a liquid propellant post-boost propulsion system, an inertial guidance system, and a nuclear reentry system with a range of over six thousand nautical miles.  The Minuteman III missile is 59.9 feet tall, 5.5 feet in diameter, weighs 79,000 pounds, and has a payload of up to three reentry vehicles.  The Peacekeeper missile is 71 feet tall, 7.7 feet in diameter, weighs 195,000 pounds, and has a payload of up to ten reentry vehicles.  The system infrastructure includes the launch facilities, missile alert facilities, Hill Air Force Base depot, missile and motor transportation and handling equipment, contractor build facilities, contractor and AF test facilities, and material and component vendor facilities.

ICBM Weapon System Background

The ICBM weapon system is one leg of a nuclear triad (the other two legs of the triad are bombers and submarines) that provides the United States with an extremely cost effective means of continuous strategic deterrence.

The ICBM system was originally deployed in the late 1960s.  The current system consists of the Minuteman III and Peacekeeper nuclear weapon systems.  The Minuteman system is the older of the two and was originally deployed in the early 1970s, while Peacekeeper was deployed in the late 1980s.  The original design of both systems called for a service life goal of approximately ten years.  However, due to fiscal and political constraints, the systems were kept in service well past their original design goals.

The current policy calls for performing life extension upgrades to the major critical systems so that the ICBM system will continue to meet the strategic needs of the nation well into this century.  Given this policy, the ICBM team is required to sustain all the hardware, software, infrastructure, and processes related to both the Minuteman and Peacekeeper systems.  Current plans call for sustaining the Minuteman system until 2020, and sustaining the Peacekeeper system as directed by the senior leadership.

These systems are in a high state of maturity and are therefore in the sustainment portion of their life cycles.  Sustainment consists of assessing component, subsystem, and system performance, repairing or building new hardware and software, improving processes, and buying goods and services to maintain the systems.  The team identifies wear-out trends that could impact system performance with sufficient lead-time to allow the ICBM program office to plan and budget for the fixes.

During the early stages of development, the government decided the best approach was to have the government take on the Total System Performance Responsibility (TSPR) and the risks associated with it.  Consequently, the AF, assisted by TRW Corporation as the System Engineering and Technical Assistance (SE/TA) contractor, was given TSPR over the land-based ICBM system.  In this role, the AF, assisted by TRW, was the system developer and integrator and directly contracted on a competitive basis with industry to produce the system and the infrastructure while retaining overall program integration and management responsibilities and risks.

The ICBM team program and processes have evolved.  For comparison, the sections below describe how the team managed the program and associated risks before 1998, and how the team is now managing the program and has shifted TSPR to a Prime Contractor.

Pre-1998

From the 1960s through most of the 1990s, the AF, assisted by TRW, was the ICBM system developer and integrator.  The team worked with 100 plus contractors to design, develop, produce, field, and sustain the ICBM system.

In the early years of the ICBM program development the AF assembled a government and contractor team that would be willing to push the envelope of project management, technology, system design and integration to the maximum.  Due to the Cold War, the AF had great political support for the ICBM strategic deterrence weapon system.  Thus, the political leadership provided considerable resources and the program was on a fast track.  During the early years, formal and structured program management and risk management processes were just evolving.  The ICBM program risk management methodologies used in the early years were not always uniform.  Since the program goals were to deliver a reliable system on time, and the team had access to an abundance of resources, each contractor was allowed leeway to deliver a design that met the program requirements.  Therefore, the AF and SE/TA team worked with the individual contractors to understand their management approach.  Another reason there was not a robust risk management process implemented at that time was because the team had the resources to implement a parallel development approach.  If they ran into a problem, they provided addition resources to eliminate it or develop a new approach.

This approach worked well but had impacts as the decades progressed.  As the team grew, and as the program management and risk management processes matured, the 100 plus contractors refined their management efforts to fit their corporate circumstances--Defense versus Commercial.  During this time, the AF and SE/TA team was also refining their system development and integration capabilities as well as their system program management skills--including risk management.  Thus, in the 1970s through the 1990s the team focused on having a robust risk management process versus forcing the team to adapt to a standardized or single risk management process.  This philosophy served the ICBM team--AF, SE/TA, and Associate contractors--well into the 1990s.  Nevertheless, when the Berlin Wall fell, the nation was demanding a peace dividend.  The ICBM team soon learned that as the industrial base dwindled, and the resources became scarce, the team could not continue to operate in the same way.  In addition, both of the ICBM systems were fast approaching their life cycle age-out goals.

Post-1998

In 1996, the senior leadership of the AF made a decision to employ a Prime contract concept to the ICBM program versus managing the 100 plus contracts.  The AF, after evaluating all options, determined that the Prime Integration Contract concept offered considerable advantages over the old way of doing business.  Thus, the ICBM program office was authorized to conduct an open competition for selecting a best value Prime Integration Contract team that would be given TSPR over the ICBM system.  The ICBM program office worked with industry and competitively selected the ICBM Prime Integration Contract team headed by TRW Corporation.  The team was awarded a basic contract in 1998 valued at over three billion dollars.  It consisted of a basic contract with fourteen annual options to sustain the ICBM system through the year 2012.

One main area of interest for the AF during the best value consideration of a Prime contractor was how the Prime would manage the effort including identifying and managing the total program risk under TSPR, especially risks related to continuing to meet weapon system effectiveness requirements by identifying potential degradation and mitigating that degradation prior to force impact.  TRW Corporation had outlined a single overarching robust weapon system assessment process for the entire team to follow.  The process was implemented, as outlined in this paper, and has been refined as needed to meet the needs of the program.
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